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MANUFACTURING

The HPC4Energy Innovation Program has Multiple Pillars
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Manufacturing Mobility Subsurface Materials

Each aims to apply high performance computing to private sector challenges.
All DOE Labs are eligible to participate.



Overview of Lab Capabilities, Expertise & Hardware
David Skinner, Lawrence Berkeley National Laboratory
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HPC4Mfg leverages the vast HPC capabilities at the
national labs to partner with industry and address
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Benefits of HPC to Industry The DOE/International Data Corp.

| | report on HPC: New results indicate
=  Accelerate innovation

high ROI returns resulting from
= Lower energy costs . .
investments in HPC.

=  Environmental benefits :
On average, from 329 case studies:

S673 in revenue per dollar of HPC
invested

= Reduce testing cycles
= Reduce waste/reduce rejected parts

= Quality processes and Pre-qualify

S44 of profits/cost savings per dollar

g ptimizgpiesign of HPC invested
= Shorten the time to market 2016 update: http://www.hpcuserforum.com/ROI

These all enhance economic competitiveness
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HPC4Subsurface ~

Pacific Northwest
NATIONAL LABORATORY

Possible applications

» Provide timely, actionable intelligence for reservoir engineering and management
B On-the-fly synthesis of realtime operational data with existing data and reservoir models
B Immediate feedback on reservoir response
B Integrated machine learning and predictive science to refine the underlying models
B Improved efficiency and reduced costs for both exploration and production
B Applications in O&G, CCS and geothermal industries

Input Data

Reference Data /
Data Mining

Conceptual
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» Develop and deploy tools to facilitate ML across
multiple disparate formats and resolutions for
products unigue to subsurface exploration and
development (e.g., well logs, seismic lines, real-time
operational metrics, microseismic)

» Enable deep analysis of massive data volumes
across wells / fields / reservoirs / lithologies to
iInvestigate subtle effects that might not be resolved
via conventional methods

Simulation

Validation,
Diagnostics,
& Monitoring

VG Courtesy Casie Davidson, PNNL



DOE uses HPC to understand unconventionals at multiple scales

= Field scale studies indicate inherently
3D interactions among hydraulic
fractures, stress barriers, and
preexisting natural fractures in shale

plays

= DFN fluid pressure (MPa)  HF fluid viscosity
-: 30. -Proppant
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= First-ever computer simulations of Part of ECP

fully resolved flow in fractured shale
from FIB-SEM data of rock samples
(100 Billion degrees of freedom)
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Reservoir Management: Huge Datasets for Inversion/Visualization

= Working with industry to exploit HPC for
rapid, accurate seismic inversion

= Exploring novel algorithms on emerging
hardware L LNL
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= Creative processing and visualization
to get the most of data and models

@ Lawrence Livermore National Laboratory
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Gas Hydrate Reservoir Simulations
with Coupled Geomechanics

vy '//'
1 s
2
Finite@lementsEfor
geomechanics

« Multiple complex processes, modeled at
multiple time- and length scales (cm to km,
seconds to years)

Finite®olumelforoupled
flowBR@&ransport

» Coupled geomechanics essential WO, — v~ oy vy vy

) Ten S Of m I I | I O n S Of g rld CeIIS €—— permeable chimney blocked by hydrate formation

S_gas
~9.900e-01

 Inherent uncertainties > many realizations
 Tens of thousands of CPU hours per realization

Gas migration through 60 km? sand body

* Need large-scale high-performance
computing (HPC) specifically for FE
applications

* Need for large scale, real-time visualization

Qeological system represented by 2.6MM elements

VG courtesy Tim Kneafsey and Matt Reagan, LBNL



HPC is expanding from the
realm of scientific discovery
(the lab) to the factory,
power plant & shop floor.

HPC models of energy
systems can reveal cost
savings & deliver confidence
in design changes.

HPC is not just simulation.
HPC data analytics, e.g. from
sensor networks can inform

operation of energy systems.

VG courtesy David Skinner, LBNL

Summary and Discussion

Above: Lowering the risk of HPC adoption in industry.
Below: NERSC’s Cori system advances time-to-solution.

The HPC “app store” is

growing: materials genomics,

turbines, furnaces, metals,
PV, batteries, &
SUBSURFACE!

HPC software used in

discovery science can be re-
purposed to solve applied
problems. Open source.

HPC algorithms deliver game

changing speed-ups. Can
change how we think about
models. Digital twins, e.g.
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DOE is Engaged in HPC-Enabled Big Data Efforts

= Use HPC to generate millions of
synthetic DAS measurements (Dist.
Acoustic Sensing)

= Design and train a deep
convolutional neural network
(DCNN) to identify features

Fracture Extents

—

Microseismic Activity

LLNL
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= Optimize the DCNN and test it on
field data

Capability could be used to make
pumping schedule changes in real
time during stimulation to target pay
zone more effectively

Field Data




High performance computing offers an opportunity
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Current supercomputers are
5+ orders of magnitude more
powerful than desktop
computing

Can we apply this capability to
industrial problems?




The Program has had significant engagement from
a diverse industry through 4 solicitations

* Diverse technical portfolio
e Executing on ~50 projects with 30
industry partners and 6 labs
e Offices: Advanced Manufacturing,
Vehicles Technology, Fossil Energy,
Office of Science

* Fall 2017 Solicitation recently concluded

e 2018 Solicitation underway

* Key benefit is a direct link to SMEs at
each lab—knowledgeable POCs who

direct companies to the right group and
guide the statement of work.
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Bridging the gap between U.S. Manufacturers
and national labs with public-private partnerships

% FEDB1zOPPs.cov

Federal
Business
Opportunities

Industry Match AMO Sign

submits challenge approval; agreements
Engage challenges to P Feedback to Inform
industry industry industry

Technical Review Committee

Concept paper Full proposal m

Technical Merit Review Committee
« Partner labs and AMO representatives
« Heavy focus on nation-wide impact to
energy efficiency and clean energy
technology industry-wide

B Lawrence Livermore
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Execution streamlined through the
required use of the DOE short form—An
easy way for industry to engage the
national lab’s HPC expertise at low risk.
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Vitro Glass—Energy intensive manufacturing

Impact:

= Need: Optimized process _
operation and production = Save ~two weeks of production per

. : ear per furnace
in glass making yearp

= Increase productivity by 2%
= Approach: Apply fully P y by 2%

validated ﬂUldmOdel for a n |ndustry wide (US) Save_ ~2.5
parameterization study; TBTUs of energy and avoid 130,000
statistic analysis; machine metric tons of carbon dioxide
Iearning emissions

= Qutcome: Areduced- Tt b i - B
Order glaSS furnace TotHeat = 100,000 MainHeat = 45,000
model—plant engineers ot pomouon e 1 - 0gm SRR EIEE e
now make informed,
real_time process Crit Production Index 7 = 12.14 Crit Temperature 7 = 3210

adjustments.

Dr. Victor Castillo—LLNL PI
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HPC4Mfg

Projects Partner Laboratories Solicitation FAQ Mailing List

Questions?

High Performance Computing for Manufacturing
HPC4Mfg =
pring 2016 HPC4Mfg
Accelerating Innovation Solicitation Now Open

Additional information at O—
HPC4Mfg.org

News

Webinar slides

$3M portfolio of awards
announced

HCP4Mfg Program
announcement

Questions can be sent to
HPC4Mfg@linl.gov

Contact

For additional information on
the HPC4Mfg Program,
email hpc4mfg@linl.gov.

Lori Diachin, Director HPC4Mfg
diachin2@lInl.gov

— Partner Laboratories
By using high performance computing combined with advanced manufacturing and additive manufacturing,

researchers can design and build new devices and materials with unique physical and microstructural

properties. Shown above is a computer rendering of an octet truss that was produced by microstereo

J eff R O b e r t S ) D i r eC t O r , Ad Van C ed lithography and has high stiffness and low density. The structure was designed from mechanical theory.
E ner g y TeC h no | 0] g | (SN Accelerating Innovation

i r @l | n I O V By harnessing world-class computing and tapping in to the expertise of scientists at U.S. B Lawrenics Livenion
I I - q Department of Energy (DOE) National Laboratories, high performance computing (HPC) can National Laboratory

advance innovation in U.S. manufacturing. Lawrence Livermore National Laboratory (LLNL) is
leading a new program to advance clean energy technologies and increase energy efficiency while
reducing risk of HPC adoption for U.S. manufacturers. Lawrence Berkeley and Oakridge National
Laboratories are partners in the program. The DOE Advanced Manufacturing Office (AMO) within
the Energy Efficiency and Renewable Energy (EERE) Office sponsors this Program.
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(] HPC4Mfg Brings Value to Industry

National laboratory experts in advanced modeling, simulation and data analysis collaborate with industrial
partners on project teams to address manufacturing challenges that will aid in decision making, optimize
processes and design, improve quality, predict performance and failure, quicken or eliminate testing, and/or
shorten the time of adoption of new technologies.

Infusion of advanced computing expertise and technology into the manufacturing industry is aimed at
advancing innovative new clean energy technologies and reducing energy and resource consumption to be
competitive in the worldwide market. Successful projects will enable significant nation-wide impact to
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